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Pushing the Limits of Visual Recognition
Reasoning about Language!

a cat is chasing a 
young deer



Vision + Language: Applications (1)

Visual Captioning: Vinyals et al. 2015



Vision + Language: : Applications (2)

Visual Question Answering: Agrawal et al. 2015



Vision + Language : Applications (3)

Text to Images: Zhang et al. 2016



Problem Overview (1): Visual Captioning

• Describe the content of an image or video with a natural language
sentence.

Acat is sitting next to a pine tree, looking up.

Adog is playing piano with a girl.

1
0Cat image is free to use under the Pixabay License. Dog video is free to use under the Creative Commons license.

https://pixabay.com/photos/cat-young-animal-curious-wildcat-2083492/
https://pixabay.com/service/license/
https://www.youtube.com/watch?v=dn6YsyuRJEU
https://support.google.com/youtube/answer/2797468


Applications of Visual Captioning

• Alt-text generation (from PowerPoint)

• Content-based image retrieval (CBIR)

• Helping the visually impaired

• Or just for fun!

1
1



Afun video running visual captioning model real-time made by Kyle McDonald. Source: https://vimeo.com/146492001
5

https://vimeo.com/146492001


Image Captioning with CNN-LSTM

• Problem Formulation

• The Encoder-Decoder framework

Visual
Encoder

Language  
Decoder “Cat sitting outside”

“ShowandTell”

7
Image credit: Vinyals et al. “Show and Tell:ANeural Image Caption Generator”, CVPR  2015.



ImageCaptioning with Soft Attention

• SoftAttention – Dynamically attend to input content based on query.

• Basic elements: query – 𝑞,keys -𝐾, and values –𝑉

• In our case, keys and values are usually identical. They come from the CNN
activation map.

• Query q is determined by the global image feature or LSTM’shidden
states.

8Bahdanau et al. “Neural Machine Translation by Jointly Learning to Align and Translate”, ICLR2015.
Xuet al. “Show,Attend and Tell”, ICML2015.
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
Alignment scores Attentionweights
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention
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Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



ImageCaptioning with Soft Attention

26
Slide credit: UMich EECS498/598 DeepVision course by Justin Johnson. Method: “Show,Attend and Tell” by Xuet al. ICML2015.



Image Captioning with Region Attention

• Variants of SoftAttention based on the feature input
• Grid activation features (covered)
• Region proposal features

Faster 
R-CNN

27



ImageCaptioning with Transformer

• Transformer performs sequence-to-sequence generation.

• Self-Attention –Atype of soft attention that “attends to itself”.

• Self-Attention is a special case of Graph Neural Networks (GNNs) that 
has a fully-connected graph.

• Self-attention is sometimes used to model relationship between  
object regions, similar to GCNs.

Vaswani et al. “Attention is all you need”, NIPS2017.
Yao et al. “Exploringvisual relationship for image captioning”, ECCV2018.
Further readings: https://graphdeeplearning.github.io/post/transformers-are-gnns/

26

https://graphdeeplearning.github.io/post/transformers-are-gnns/


ImageCaptioning with Transformer

• Transformer is first adapted for  
captioning in Zhou et al.

• Others: Object Relation  
Transformer, Meshed-Memory  
Transformer

Zhou et al. “End-to-end dense video captioning with masked transformer”, CVPR2018.
Herdade et al. “Image Captioning: Transforming Objects into Words”, NeurIPS 2019.
Cornia et al. “Meshed-Memory Transformer for Image Captioning”, CVPR  2020.

27



Vision-Language Pre-training (VLP)

• Two-stage training strategy: pre-training and fine-tuning.

• Pre-training is performed on a large dataset. Usually with auto-
generated captions. The training objective is unsupervised.

• Fine-tuning is task-specific supervised training on downstream tasks.

• All methods are based on BERT(a variant of Transformer).

28Zhou et al. “Unified vision-language pre-training for image captioning and vqa”,AAAI 2020.
Devlin et al. “BERT:Pre-training of Deep Bidirectional Transformers for Language Understanding”, NAACL2019.



VideoBERT: A Joint Model for Video and 
Language Representation Learning



Grounded Visual Description

• Essentially, visual description +object grounding or detection

• To achieve better result interpretability, we need grounding!
• Image domain: Neural BabyTalk, etc.
• Video domain: Grounded Video Description, etc.

• Requires special dataset that has both description and bounding box

44Luet al. “Neural Baby Talk”, CVPR2018.
Zhou et al. “Grounded video description”, CVPR2019.



Single-FrameAnnotation

We see a man playing a saxophone  
in front of microphones.

33
FromActivityNet-Entities dataset. Zhou et al. “Grounded video description”, CVPR2019.



Multi-FrameAnnotation

Two women are on a tennis court,  
showing the technique to posing  
and hitting the ball.

34
FromActivityNet-Entities dataset. Zhou et al. “Grounded video description”, CVPR2019.



Problem Overview (2): VQA and Visual 
Reasoning
• How to train a smart multi-modal AI system that can both see and talk?



Problem Overview (2): VQA and Visual 
Reasoning

...
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• Large-scale annotated datasets have driven tremendous progress in this field
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VQA

...

Visual Dialog

1 VQA: Visual Question Answering, ICCV 2015
2 Visual Dialog, CVPR 2017

https://visualqa.org/
https://visualdialog.org/
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1 OK-VQA:A Visual Question Answering Benchmark Requiring External Knowledge, CVPR2019
2 SceneText Visual Question Answering, ICCV2019

...

OK-VQA
Scene Text VQA



Beyond VQA: Visual Grounding
• Referring Expression Comprehension: RefCOCO(+/g)

• ReferIt Game: Referring to Objects in Photographs of Natural Scenes
• Flickr30k Entities

1 OK-VQA:A Visual Question Answering Benchmark Requiring External Knowledge, EMNLP2014
2 Flickr30K Entities: Collecting Region-to-Phrase Correspondences for Richer Image-to-Sentence Models, IJCV2017



Beyond VQA: Visual Grounding
• PhraseCut: Language-based image segmentation

[1] PhraseCut: Language-based Image Segmentation in the Wild, CVPR2020



Approach Overview

• How a typical system looks like

Image 
Feature 

Extraction

What isshe eating? Question  
Encoding

Multi-Modal  
Fusion

Answer 
Prediction Hamburger



Research Challenges & Opportunities

• Better image feature preparation
• Enhanced multimodal fusion

• Bilinear pooling: how to fuse two vectors into one
• Multimodal alignment: cross-modal attention
• Incorporation of object relations: intra-modal self-attention, graph attention
• Multi-step reasoning

• Neural module networks for compositional reasoning
• Robust VQA
• Multimodal pre-training



Better Image Feature Preparation
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• From grid features to region features, and to grid features again



2015/112015/2
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BUTDSAN

2020/1

Grid Feature

2020/4

Pixel-BERT

1 Show, Attend and Tell: Neural Image Caption Generation with Visual Attention, ICML2015
2 StackedAttention Networks for Image Question Answering, CVPR2016
3 Bottom-Up and Top-Down Attention for Image Captioning and Visual Question Answering, CVPR2018

Show, Attend and Tell StackedAttention Network

2017VQAChallengeWinner



2015/112015/2

Show, Attend and Tell

2017/7

BUTDSAN

2020/1

Grid Feature

2020/4

Pixel-BERT

[1] In Defense of Grid Features for Visual Question Answering, CVPR2020

In Defenseof Grid Features for VQA



2015/112015/2

Show, Attend and Tell

2017/7

BUTDSAN

2020/1

Grid Feature

2020/4

Pixel-BERT

[1] Pixel-BERT:Aligning Image Pixelswith Text by Deep Multi-Modal Transformers, 2020



Bilinear Pooling
• Instead of simple concatenation and element-wise product for fusion, bilinear 

pooling methods have been studied
• Bilinear pooling and attention mechanism can be enhanced with each other

2016/102016/6
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2016/102016/6

MCB
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MUTANMLB

2017/8

MFB & MFH

2019/1

BLOCK

1 Multimodal CompactBilinear Pooling for Visual Question Answering and Visual Grounding, EMNLP2016
2 Hadamard Product for Low-rank Bilinear Pooling, ICLR2017
3 Multi-modal Factorized Bilinear Poolingwith Co-Attention Learning for Visual Question Answering, ICCV2017

Multimodal Compact Bilinear Pooling
2016VQAChallengeWinner

However, the feature after FFTis very  
high dimensional.

Multimodal Low-rank Bilinear Pooling
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1 MUTAN: Multimodal Tucker Fusion for Visual Question Answering, ICCV2017
2 BLOCK:Bilinear Superdiagonal Fusion for Visual Question Answering and Visual Relationship Detection, AAAI 2019

Multimodal Tucker Fusion

Bilinear Super-diagonal Fusion



FiLM: Feature-wiseLinear Modulation

[1] FiLM: Visual Reasoningwith aGeneralConditioning Layer,AAAI, 2018

Something similar to conditional batch normalization



Multimodal Alignment

• Cross-modal attention:
• Tons of work in this area
• Early work: questions attend to image grids/regions
• Current focus: image-text co-attention
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1 StackedAttention Networks for Image Question Answering, CVPR2016
2 Hierarchical Question-Image Co-Attention for Visual Question Answering, NeurIPS2016

Parallel Co-attention andAlternative Co-attention
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SAN
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DANHierCoAttn

2018/4

DCN

2018/5
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...

1 StackedAttention Networks for Image Question Answering, CVPR2016
2 Improved Fusion of Visual and Language Representations by Dense Symmetric Co-Attention for Visual Question Answering, CVPR2018

DAN: Dual Attention Network
DCN: Dense Co-attention Network

2018VQAChallengeRunner-Up
• Multiple Glimpses
• Counter Module

• Residual Learning
• Glove Embeddings



Relational Reasoning

• Intra-modal attention
• Recently becoming popular
• Representing image asa graph
• Graph Convolutional Network & GraphAttention Network
• Self-attention used in Transformer
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[1] A simple neural network module for relational reasoning, NeurIPS 2017

Relational Network: Afully-connected graph is constructed
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2019/2

MuRel

2019/3
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2019/5

LCGN

• ExplicitRelation: Semantic & Spatial relation
• Implicit Relation: Learned dynamically during training

[1] Relation-Aware Graph Attention Network for Visual Question Answering, ICCV2019



Neural Module Network (NMN)

2017/42015/11

NMN

2017/5

PG+EEN2NMN

2018/7

StackNMN

2018/10

NS-VQA

2019/102019/22018/3

TbD Prob-NMN MMN

• All the previously mentioned work can be considered asMonolithic Network
• DesignNeural Modules for compositional visual reasoning – very “human like”

1 Deep Compositional Question Answering with Neural Module Networks, CVPR,2016
2 Learning to Reason:End-to-End Module Networks for Visual Question Answering, ICCV2017
3 Inferring and ExecutingProgramsfor Visual Reasoning, ICCV2017
4 Transparency by Design: Closing the GapBetween Performance and Interpretability in Visual Reasoning,CVPR2018
5 Explainable Neural Computation via StackNeural Module Networks, ECCV2018
6 Neural-Symbolic VQA: Disentangling Reasoning from Vision and LanguageUnderstanding, NeurIPS 2018
7 Probabilistic Neural-symbolic Models for Interpretable Visual Question Answering, ICML2019
8 Meta Module Network for Compositional Visual Reasoning,2019



Consider a compositional model

[1] Deep Compositional Question Answering with Neural Module Networks, CVPR,2016



Overview of the NMN approach

NLP
Semantic  

Parser

Usessome pre-trained parser

[1] Deep Compositional Question Answering with Neural Module Networks, CVPR,2016

Trained separately



Inferring and Executing Programs

Reinforce

[1] Inferring and ExecutingProgramsfor Visual Reasoning, ICCV,2017
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[1] Learning to ReasonEnd-to-End Module Networks for Visual Question Answering, ICCV,2017



What do the modules learn?

[1] Inferring and ExecutingProgramsfor Visual Reasoning, ICCV,2017



Robust VQA: an example
• Overcoming language prior with adversarial regularization

[1] Overcoming LanguagePriors in Visual Question Answering with Adversarial Regularization, NeurIPS 2018




